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摘 要

通过对大量数据的特征以及对应数据的类别进行分析，以此得到的模型或公式可以用于预测未知数据的类别，而这类问题被称为分类问题。分类问题从简单的二分类问题到复杂的多分类问题在诸多领域中均有广泛的应用，并且根据其原理，已经开发了许多不同的方法以解决这些问题。目前分类问题主要研究的内容是多分类问题，而面对多分类问题，以多个简单分类器为基础，以多种方式将它们结合的集成学习方法是目前较为主流和有效的方式。纠错输出编码(Error Correcting Output Codes，简称ECOC）是其中一种集成学习方法。和决策树类似，ECOC亦是通过将多分类问题分解成多个二分类问题，再对每个二分类问题构造一个适合的基础二分类器中用以解决，再以这些二分类问题的结果为依据，确定多分类问题的结果。

在多分类问题中，偏标签分类问题是一类特殊的问题，它具体的表现在每个训练样本与一组候选标签相关联，而其中只有一个是对应于样本的真实标签。近年来，进行对偏标签数据学习和分类的需求自然地出现在许多现实世界的应用中。本文则提出了一种以适用偏标签数据的K最近邻分类器为先验信息并结合以数据复杂度为依据的特征空间选择的算法来提高ECOC对偏标签数据的分类能力。

本文将改进过后的偏标签ECOC算法与现有的偏标签ECOC算法在一些偏标签真实数据集上的分类准确率进行对比，同时还对这些真实数据集的数据分布进行了分析，从而证明了改进过后的偏标签ECOC算法效果确实更加理想。

关键词：纠错输出编码；先验信息；数据复杂度

# Abstract
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# 第一章 绪论

## 1.1 引言

分类问题一直是数据挖掘领域相关研究的重点问题之一，它的本质是以某种方式寻找出用于训练的数据的划分边界，从而可以分配未知类别数据在不同区域中，最后预测出这些数据的实际类别。解决分类问题的工具被称为分类器。研究分类问题的最终目标是实现拥有最佳分类性能的分类器。面对不同的分类问题，不同的分类器比如决策树（Decision Tree），K最近邻（k-Nearest Neighbor，KNN）等，根据它们的原理则会表现出不同的分类性能。分类问题主要可以分为二分类问题和多分类问题。在二分类问题中，分类器的分类性能在大多数情况下是相对比较优秀的，而在多分类问题中，因为出现了不同于二分类问题的高复杂性，只适用于二分类问题的分类器会失效，有些分类器如决策树，由于其原理依然可以适用于多分类问题，但对于如何提高分类性能，许多研究者为此展开了大量研究。

因为通常单个分类器不能正确地处理所有复杂地分类问题，所以实现该目标最有希望的方法是组合分类器，即集成学习。

集成学习通过将多个独立的分类器相结合，从而获得拥有更好分类性能的强分类器，而这些分类器应该具有可接受的准确度。在现有的研究中，已经有多种集成学习的方法可以产生优秀的强分类器，如boosting方法[1]，mixture of experts方法[2]和ECOC方法。每种方法都有其独到之处：boosting方法的重点是在每次训练中改变训练样本的分布，使得每个分类器可以专注于难以分离的点；mixture of experts则是尝试将样本空间划分成不同的子集，用这些子集去训练不同的分类器，使得这些分类器有不同的分工；而ECOC能把多分类问题分解为多个二分类问题，这些二分类问题分别对应一个二分类器，结合这些二分类器的结果做出决策[3]。本文讨论的重点是ECOC。纠错输出编码（Error Correcting Output Codes，ECOC）首先将问题分解，使得不同的二分类器只需要解决与它们对应的二分类问题，这些二分类器被称为基分类器，因为分类器在二分类问题的分类性能较为优秀，因此每个基分类器的输出结果的可靠性得到了增强。ECOC算法需要经过一个编码过程获得其编码矩阵，这个矩阵中的每一行称为码字，数据的每一类都对应着这个矩阵的每个码字。而每个基分类器都对应着编码矩阵的不同列。通过收集每个基分类器对待预测样本的输出值，可以计算出这个输出向量与每个码字的距离，这一距离可以理解成分配到与不同码字对应的类的置信度，藉此可以预测出样本所对应的类。

ECOC在真实数据集上取得了相对较好的成果[4-6]， 这也使得关于ECOC的研究一直被许多学者在进行着。ECOC的分类性能和编码矩阵是高度相关的，因此产生优质的编码矩阵非常重要，许多文献提出了各种方法。,E. L .Allwein等研究者在编码矩阵的构造上另辟蹊径，使得密集型编码矩阵（即只有+1,-1）变为稀疏型编码矩阵（包含+1，0，-1），扩展了ECOC在分解多分类问题的新思路[7]。O. Pujol等研究者根据二叉树的原理，提出了以互信息为依据，即考虑到样本数据特征的DECOC[8]。N. Hatami则尝试对编码矩阵进行优化，在原来的编码矩阵基础上，以每个基分类器对分类性能的贡献度为尺度，抛弃表现差的基分类器，以此提出了Thinned-ECOC[9]。最大化任意一对码字间的距离（对不同行）以及最小化基分类器之间的相关性（对不同列）。与此同时，ECOC的纠错能力也直接影响其分解性能。P. Simeone等研究者为增强纠错能力，把结果用拒绝域的形式展现，从而提出的ECOC多类别拒绝框架[10-12] 。

而在本文中讨论的偏标签分类问题，是一类特殊分类问题，无法直接使用上文中提到的任何算法，具体的表现在每个训练样本与一组候选标签相关联[14,15]。其中只有一个是对应于样本的真实标签，所有样本的真实标签隐藏在对应的候选标签集当中，普通的分类器都无法直接进行训练。针对这类特殊的分类问题，E. Hüllermeier 和 J. Beringer提出了相应的算法改进方案，对K最近邻和决策树算法进行改进，使得它们可以适用于偏标签数据分类问题[13]。无独有偶，M.L.Zhang等研究者提出了一种简单而有效的ECOC改进方法——PL-ECOC，同时也证明了它相比于集中成熟的偏标签分类算法具有更优越的性能[14]。

对于一般的分类问题，ECOC表现出纠错能力与泛化能力强，鲁棒性与可靠性高的特点，因此可以取得较好的结果。而目前对偏标签数据的分类需求越来越多的出现在现实应用中，无论是对被用户人为标注不同风格的绘画图像进行分类[16]还是关于自动化人脸识别的研究[17，18]，它们都需要应用偏标签数据的分类技术。在人脸估计年龄[19，20]，生物信息学[21]，对象分类问题[22]等研究中，偏标签分类技术都有成功的应用。因此，研究让本身分类性能优秀的ECOC可以更好地适用于偏标签数据分类问题，自然有其价值与意义存在。

本文的研究是建立在M.L.Zhang等研究者提出的PL-ECOC基础上，对这一简单而有效的算法进行改进。PL-ECOC使用的是与样本数据无关的完全随机的编码矩阵，而编码矩阵的构造与分类性能是高度相关的，在随机的条件下，分类性能不够稳定，无法完全地胜任偏标签数据地分类任务。而一些研究者根据数据复杂度来优化决策树，在UCI数据集上有不俗地表现[23]。受此启发而产生的以数据复杂度为依据的特征空间选择方法可以在一定程度上提升分类性能。但是，这些方法都无法直接作用于偏标签数据。受到Thinned-ECOC算法中编码矩阵构造的启发，依靠数据复杂度，那么可以进一步筛选出优秀的列用以组成最终更优质的编码矩阵。与此同时，虽然传统的特征选择方法无法直接作用，但是根据集成学习的思想，各个基分类器的分类性能会影响强分类器的性能，那么让每个基分类器的样本数据拥有较好的特征空间势必会对这个基分类器的分类性能产生影响。由于PL-ECOC算法与改进后的K最近邻算法最后结果均表现为置信度矩阵，那么以此作为先验信息，可以使得经过改进的PL-ECOC算法输出结果更加可靠。

## 1.2 论文组织结构

本文一共分成六章。本论文首先对偏标签数据、集成学习方法以及本文研究中所用到的支持向量机和适用于偏标签数据的K最近邻算法等相关概念进行介绍，并以此引出本文进行算法改进的对象——适用于偏标签数据的输出纠错编码（PL-ECOC），介绍其算法的特点与基本方法。接着，本文提出了可以改进PL-ECOC算法的三个方向，包括基于数据复杂度和样本完备性的编码矩阵构造、针对基分类器的特征空间选择方法和以K最近邻算法为先验信息优化最终输出结果的方式。介绍了它们的原理及实现后，分析了优缺点，并依靠实验来证明了这三种优化方式都会提升PL-ECOC的分类效果，且将这三种方式结合之后的算法在一些真实偏标签数据集上拥有更佳的分类性能，同时还分析了在这些数据集上分类性能得以提升的原因。最后，总结了本文的内容，并对后续的工作有所展望。

论文的具体安排如下：

第一章 简要介绍了多分类问题的实际应用和一些集成学习算法尤其是ECOC算法的概念，以及偏标签数据分类问题在实际数据挖掘应用中的重要性，展示了一些目前ECOC算法的相关研究成果和一些算法针对偏标签数据分类问题的改进，提出了改进方向，介绍了本文的研究背景、研究目标和意义。

第二章

第三章

第四章

第五章

第六章 总结了本论文的工作，对未来的改进方向提出展望

# 第二章 相关概念介绍

## 2.1 偏标签数据

偏标签数据与一般的数据不同，对于一般的数据，每一个数据只有一个真实标签会与之对应。形式上，定义为d维的实例空间，是一共有q类标签的标签空间，设是由m个样本构成的集合，对于X中的每个实例X，是由d维的特征向量的特征向量所表示的，而

## 2.2 集成学习

## 2.3 支持向量机

## 2.4 适用于偏标签数据的K最近邻算法

## 2.5 本章小结

# 第三章 PL-ECOC算法介绍

## 3.1 算法概述

## 3.2 算法描述

## 3.3 算法特点

## 3.4 软编码

## 3.5 本章小结

# 第四章 软编码ECOC

## 4.1 算法概述

## 4.2 算法实现

### 4.2.1 软值编码ECOC

### 4.2.2 区间编码ECOC

## 4.3 算法分析

## 4.4 本章小结

# 第五章 实验设计与结果分析

## 5.1 实验设计

## 5.2 实验结果及分析

## 5.3 本章小结

# 第六章 总结与展望

## 6.1 总结

## 6.2 工作展望
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